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Abstract

A system for automatically identifying
the script used in a handwritten document
image is described.  The system was devel-
oped using a 496-document dataset repre-
senting six scripts, eight languages, and
281 writers.  Documents were character-
ized by the mean, standard deviation, and
skew of five connected component features.
A linear discriminant analysis was used to
classify new documents, and tested using
writer-sensitive cross-validation.  Classifi-
cation accuracy averaged 88% across the
six scripts.  The same method, applied
within the Roman subcorpus, discriminated
English and German documents with 85%
accuracy.  Pilot results indicate that a vari-
ation of the method may be applicable to
writer identification.

1. Introduction

Script and language identification are
important parts of the automatic processing
of document images in an international en-
vironment.  A document's script (e.g.,
Cyrillic or Roman) must be known in order
to choose an appropriate optical character
recognition (OCR) algorithm.  For scripts
used by more than one language, knowing
the language of a document prior to OCR is
also helpful.  And language identification is
crucial for further processing steps such as
routing, indexing, or translation.

For scripts such as Greek, which are
used by only one language, script identifi-
cation accomplishes language identifica-
tion.  For scripts such as Roman, which are
used by many languages, it is normally as-
sumed that script identification will take
place first, followed by language identifi-
cation within the script (e.g. [1]).  Alterna-

tively, it may be possible to skip script
identification as an intermediate step, rec-
ognizing languages directly regardless of
their script.

To the best of our knowledge, script
identification has never been attempted for
handwritten documents.  Because of the
dramatic individual differences in handwrit-
ing, we found a feature-based approach to
be most successful, in contrast to the tem-
plate matching we have previously applied
to machine printed documents [2-3].  In the
spirit of Wilensky et al. [4], each document
was characterized by a single feature vec-
tor, containing summary statistics taken
across the document's black connected
components.  The documents were then
classified using linear discriminant analysis.

The main focus of this work was script
identification: the method was 88% accu-
rate in distinguishing among six scripts, in-
cluding challenging pairs of related (and vi-
sually similar) scripts such as Ro-
man/Cyrillic and Chinese/Japanese.  We al-
so took a first look at language identifica-
tion within the Roman script: the method
was 85% accurate for English versus Ger-
man documents.  Finally, we report promis-
ing pilot results (80% accuracy for a rough
implementation) on a variation of our
method applied to writer identification from
free text.

2. Data

We assembled a corpus of 496 hand-
written documents from six scripts: Arabic,
Chinese, Cyrillic, Devanagari, Japanese,
and Roman.  The scripts are illustrated in
Figure 1.  For the most part, document im-
ages were obtained from foreign language
speakers we were acquainted with or whom
we contacted through the Internet.  Over
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Fig 1.  Examples of six handwritten scripts

75% of the documents we collected were
'natural' -- letters, lecture notes, official
documents, etc.  The remaining documents
were written on request.  281 different writ-
ers were represented in the corpus.

Around a third of the documents had at
least one document quality issue such as
ruling lines, line curvature, line skew, char-
acter fragmentation, or brevity (fewer than
100 connected components).  Character
fragmentation and ruling lines were ad-
dressed in preprocessing.  We did not at-
tempt to correct for the other phenomena,
but simply included all documents in the
training and testing process in order to per-
form a realistic test of the classification
method.

3. Script identification

Connected components.  The basic ele-
ment of the analysis was the eight-con-
nected black component.  After finding all
the components in a document image, un-
usually small or large components were fil-
tered out in order to remove speckle, ruling
lines, and outsize components in general.
Some filtering criteria were absolute (e.g.,
removing components with height or width
less than three pixels), and some were rela-
tive (e.g., removing components with

height or width more than four standard
deviations above the document mean).

Features.  Once filtering was com-
pleted, several features were extracted from
the remaining components.  To develop the
feature set we studied the document images
and determined which visual features
guided our human script identification.  The
final set of features was:

• relative Y centroid
• relative X centroid
• number of white holes
• sphericity
• aspect ratio (height/width)

For each of the five connected compo-
nent features, three document summary
statistics were calculated: the mean, stan-
dard deviation, and skew.  This created a
fifteen-element vector for each document.

Discrimination.  The classification
method used a collection of linear discrimi-
nant functions.  A separate Fisher linear
discriminant [5] was trained to separate
each possible pair of scripts in the dataset
(Arabic vs. Chinese, Arabic vs. Cyrillic,
etc.).  New documents were classified by
applying each individual linear discriminant
to the document's feature vector, while
keeping track of the results.  The document



Table 1.  Script identification results
Script % cor-

rect
Classified as

Arabic Chinese Cyrillic Devanagari Japanese Roman
Arabic 89% 51 0 0 3 2 1
Chinese 87% 0 104 0 0 8 8
Cyrillic 88% 1 0 49 2 0 4
Devanagari 88% 0 0 1 22 1 1
Japanese 86% 3 6 0 0 63 1
Roman 91% 2 1 9 0 3 150
Average 88%

was then assigned to the class receiving the
most "votes".

The classifier was tested through writer-
sensitive cross-validation.  For each writer,
the classifier was trained on all data except
that writer's documents.  Then the writer's
documents were classified using the trained
classifier.  We calculated the percentage of
documents correctly classified for each
script, and averaged these percentages to
produce an overall accuracy figure unbiased
by the scripts' sample sizes.

Results.  The linear discriminant analy-
sis was 88% accurate.  Table 1 breaks down
these results by script, and also presents the
cross-classification matrix.  The individual
percentages for the different scripts were
pleasingly uniform, especially since the
amount and quality of data available for the
different scripts varied considerably.  When
documents were misclassified, the errors
were sensible: Roman and Cyrillic tended
to be confused, and likewise Chinese and
Japanese.

Character fragmentation adversely af-
fected classification: 90% of documents
with no fragmentation, or only mild frag-
mentation, were correctly classified, com-
pared to 81% of documents with moderate
or severe fragmentation (F = 5.21, p <
0.05).  Ruling lines also appeared to affect
classification -- 89% of unruled documents
were correctly classified, compared to 81%
of ruled documents -- although this differ-
ence was just short of statistical signifi-
cance (F = 3.18, p = 0.07).  Of the 366 doc-
uments in the corpus with no or mild frag-
mentation, and without ruling lines, 91%
were classified correctly.

4. Language identification

Method.  Of the Roman script docu-
ments in the corpus, 107 were in English
and 58 in German.  Using the same prepro-
cessing, feature selection, and classification
techniques described for script identifica-
tion, we attempted to distinguish between
these two groups.  We also tried to identify
the languages directly, using a single dis-
criminant analysis for the seven-way dis-
crimination among Arabic, Chinese, Cyril-
lic, Devanagari, Japanese, German, and
English.

Results.  For the two-way (English vs.
German) task, correct identification aver-
aged 85% (84% for English, 86% for Ger-
man).  For the seven-way task, 80% of
English and German documents were cor-
rectly identified by language.  Interestingly,
overall Roman identification improved to
93% when the two languages were split
apart.  It may be that the heterogeneity of
the combined Roman group adversely af-
fected the script classifier's performance, so
that dividing the group into two smaller,
more homogeneous groups helped.  Classi-
fication of the other scripts was not affected
by the Roman split.

5. Writer identification

While experimenting with a variation of
the method described in sections 3 and 4,
we obtained exciting pilot results for writer
identification.  We present them here,
knowing that they are extremely prelimi-
nary, in the hopes that they may inspire
further research.

Method.  Connected components were
identified, filtered, and features extracted as
described above, producing a five-element
vector per component.  Then a k-means
cluster analysis was performed across the



Table 2.  Pilot results for writer identification
Script # documents by

multi-document writers
# correctly matched % correctly matched

Arabic 14 12 86%
Chinese 99 79 80%
Cyrillic 37 29 78%
Devanagari 19 16 84%
Japanese 3 3 100%
Roman 110 87 79%
total 282 226 80%
total # writers 260

entire training set, resulting in 256 clusters,
or connected component types.  Now each
document could be represented as a his-
togram of cluster occurrences, and docu-
ments compared to each other on the basis
of their histogram similarity, using a dis-
tance metric such as Kullback-Leibler en-
tropy [6].

The pilot study analyzed the 282 docu-
ments in our corpus whose writers had
contributed more than one document to the
corpus.  Using the histogram comparison
method, we determined how many of these
documents were most similar to another
document by the same writer -- a one-near-
est-neighbor classifier.

Related work by Wilensky et al. on
Chinese writer identification from free text
also used a nearest-neighbor algorithm, rep-
resenting each document by a feature vector
similar to the ones we used for script and
language identification [4].

Results.  As shown in Table 2, roughly
80% of documents by multi-document writ-
ers were closest to another document by the
same writer.  This was particularly impres-
sive given that (at the time) the corpus con-
tained 466 documents, representing 260 dif-
ferent writers.  In other words, the odds of
picking another document by the same
writer by chance were extremely low.

In comparison, Wilensky et al.'s accu-
racy was much higher (98% or better), but
their task was much easier since it involved
only fifteen writers and 106 documents.  In
addition, their feature selection (in contrast
to ours) was optimized for writer identifica-
tion.

5. Conclusion

The feature set and classifier we devel-

oped served to discriminate scripts with
88% accuracy.  While not as accurate as
script identification for machine printed
document images [2-3], this result exceeded
our initial expectations given the variability
of handwritten documents.  Classification
accuracy was higher for documents without
fragmented characters and ruling lines.

Language identification for English ver-
sus German was 85% accurate once Roman
identity was known, and 80% accurate
when script and language identification
were performed together.  It would be
worthwhile to explore the language identi-
fication task more thoroughly.

Pilot work showed 80% accuracy for
writer identification.  We believe that these
results could be improved with a more ju-
dicious selection of features.  Since the pi-
lot study was a casual offshoot of our main
line of research, the features used to repre-
sent documents were chosen for their utility
in script identification, not writer identifi-
cation.  In fact, we were careful not to
choose features that showed substantial in-
dividual variation, such as white component
sphericity.  A more fully-developed algo-
rithm along these lines could be useful in
the intelligence field or in forensics.
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